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Uniformity in AAE?
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Variation in AAE
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Yaeger-Dror (2007), Wroblewski et al. (2009), Yaeger-Dror & Thomas (2010), Lee 
(2016), Austen (2017), Jones (2020)



Research questions

- To what extent is there uniformity and/or systematic variation within AAE?
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Research questions

- To what extent is there uniformity and/or systematic variation within AAE?

- How much of this variation can be accounted for by social factors (i.e. 

region, race, age, socioeconomic status)?
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Data

- 224M geotagged tweets from Twitter Decahose
- Posted from the US during May 2011 - April 2015
- Filtered to prioritize conversational language and limit automated posts

- 5 orders of magnitude larger than previous Twitter corpus studies of AAE, 
with at least some data in all US counties
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Morphosyntactic features 
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Many of the AAE-specific features 
selected from Green (2002) and 
Koenecke et al. (2020)



Morphosyntactic features 

12
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‘Principle of accountability’ (Labov 
1972; Tagliamonte 2006)



Morphosyntactic features 
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‘Group orientation’ (Alim & Reyes 
2011)



Approach: automatically detecting features

- Task: given textual data, detect specific morphosyntactic features

- For our large dataset, automatic methods are a valuable alternative to 
manual annotation
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Approach: automatically detecting features

- Generate a small contrast set
- A labeled collection of positive and negative examples that are highly similar, 

where a positive example has the feature/label and a negative example does not 
(Gardner et al., 2020)
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I be out at my bus stop every day. I’m out at my bus stop every day.
I’ll be out at my bus stop every day.
I would be out at my bus stop every day.



Approach: automatically detecting features

- Generate a small contrast set

Field Matters @ COLING2022
18



Approach: automatically detecting features

- Generate a small contrast set

- Fine-tune BERT on this contrast set, where each head is a binary classifier 
for a single feature

- BERT: a large pretrained language model (Devlin et al., 2019)
- Fine-tuning: taking a model trained on a large unlabeled dataset and doing partial 

retraining of it on a smaller labeled dataset for a downstream task
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Approach: automatically detecting features

- Input: 224M geotagged tweets

- Output: County-level relative incidences for 24 morphosyntactic features

Relative incidence (feature) = 

# tweets with feature / # total tweets
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Preliminary analysis: regional variation
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Two morphosyntactic 
dialect regions



Preliminary analysis: regional variation

22

Two morphosyntactic 
dialect regions



Preliminary analysis: regional variation

23

Two morphosyntactic 
dialect regions



Preliminary analysis: regional variation
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Aligns with 
phonological and 
lexical variation in 
AAE (Jones 2015; 
Austen 2017; Jones 
2020)

Two morphosyntactic 
dialect regions



Preliminary analysis: feature co-occurrence 
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Feature-to-feature correlation 
heatmap
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Group 1 - strong positive
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Group 1 - strong positive
Group 2 - mostly neutral
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Group 1 - strong positive
Group 2 - mostly neutral
Group 3 - strong negative 
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Preliminary analysis: feature co-occurrence 
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Group 1 - strong positive
Group 2 - mostly neutral
Group 3 - strong negative 

zero copula
negative concord
habitual be 

steady
be done

overt possessive
overt copula



Future directions 

- Identify systems of features/dialect groups
- FDA or cluster analysis
- Assign each county to a dialect group

- Map groups onto social factors
- Are all counties in the dialect group also part of the social/regional group?
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Future directions 

- Identify systems of features/dialect groups
- FDA or cluster analysis
- Assign each county to a dialect group

- Map groups onto social factors
- Are all counties in the dialect group also part of the social/regional group?

- Incorporating demographic information?
Relative incidence (feature) = (# tweets with feature / # total tweets) * 

(African American blockgroup population / total blockgroup population)
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Thank you!
Slides and abstract available at 

tmasis.github.io/
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